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Abstract. From a quantum optics point of view the problem of three modes time-dependent
coupled oscillators is considered. The connection related to the directional coupler is given, and
the solution in the Heisenberg picture is obtained. The Glauber second-order correlation function
has been used to discuss the bunching and antibunching. The phenomena of squeezing as well
as the quasiprobability distribution functions (Wigner function andQ-function) are examined.

1. Introduction

The problem of three modes interaction can be regarded as one of the most fundamental
problems to the field of quantum optics. In the optical regime there are two different types
of these interactions; one is called a frequency converter, while the second is known as
a parametric amplifier [1, 2]. The parametric frequency conversion occurs in a number of
well known phenomena. These include the production of anti-Stokes radiation in Raman
and Brillouin scattering and the up conversion of light signals in nonlinear media [3–5].
Meanwhile one can see the frequency splitting of light beams is an example of parametric
amplification in which both of the coupled modes are electromagnetic. The most familiar
form of the parametric amplifier is designed to amplify an oscillating signal by means of
particular coupling of the mode in which it appears to a second mode of oscillation, the idler
mode. The coupling parameter is made to oscillate with time in a way which gives rise to a
steady increase of the energy in both the signal and idler modes. It is worthwhile referring to
the coherent Raman effect, where the presence of a monochromatic light wave in a Raman
active medium gives rise to parametric coupling between an optical vibrational mode and a
mode of the radiation field which represents the scattered Stokes. The same situation may be
found in the case of Brillouin scattering, where the vibrational mode oscillates at an acoustic,
rather than an optical, frequency. We may refer to electrical engineering applications, where
microwave versions of the parametric amplifier and frequency converter have been used.
For example we can find at optical frequencies, the spontaneous emission of quanta, which
is not predicted by classical theory, is an important contribution. Finally, refer to the recent
experiment by Geordiadeset al [6], where the squeezed light is generated by non-degenerate
parametric down conversion in order to excite a two-photon transition in atomic caesium.
Thus, a theoretical description of the amplification and frequency conversion of light must
take quantum effects into account. In the field of quantum optics it is well known that
the susceptibilityχ(2) leads to a cubic nonlinearity which is responsible for the three-wave
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mixing processes in parametric devices, as well as second harmonic and sub-harmonic
generation [7–9]. Therefore one can see the most familiar Hamiltonian which describes the
above phenomena in terms of boson operators is the trilinear Hamiltonian [10–13]

H

h̄
=

3∑
i=1

ωia
†
i ai + λ(a†1a2a3+ a1a

†
2a
†
3) (1.1)

where ai and a†i are boson operators of theith mode with angular frequencyωi , while
λ is nonlinear coupling depends in general on the susceptibilityχ(2). In fact the above
Hamiltonian has been considered extensively to describe the non-degenerate three-wave
interactions in different phase regimes. For example, the authors of [11] showed that, with
an initial Kerr state it is possible to get strongly sub-Poissonian photon statistics in the
signal after a short time of interaction, provided the photon numbers do not change in the
first order of time. We may also refer to the authors of [12], where they have used the
Hamiltonian model; equation (1.1) to describe three boson fields with the decay of Rayleigh
mode into the Stokes and vibration (phonon) modes, and discussed the possibility of using
the correlation Raman spectroscopy to measure the quantum-statistical properties of the
vibration mode. Although there are many attempts to find a solution of the equations of
motion in the Heisenberg picture for equation (1.1), however, it is not an easy task to obtain
an exact solution in compact and closed form [13]. Therefore, to find an exact solution we
can use what is called the parametric approximation, where the strong pump wave (laser
mode) is treated as aC-number, and any depletion is neglected while the relatively weak
signal and idler can drastically change. Under this approximation the Hamiltonian (1.1)
takes the form

H

h̄
= ω1a

†
1a1+ ω2a

†
2a2+ g1(a

†
1a
†
2eiω̃t + a1a2e−iω̃t ) (1.2)

where ω̃ (the frequency pump) is equal to(ω1 + ω2). The Hamiltonian (1.2) represents
the parametric amplifier model. Alternatively we may use a different approach to linearize
equation (1.1), that is to treat either the signal or idler mode as aC-number. Thus we have

H

h̄
= ω1a

†
1a1+ ω3a

†
3a3+ g2(a

†
1a3eiω̄t + a1a

†
3e−iω̄t ) (1.3)

where the frequencȳω is equal to(ω1−ω3), and the Hamiltonian in this case is known as a
frequency converter model. The last two equations may be derived by using an alternative
method. For example in the quantization of the cavity modes, one finds that the total energy
of the field is [1, 14]

H0 = 1

8π

∫
cavity

(∈ ξ2+H2) dv (1.4a)

where ξ andH are the electric and magnetic fields respectively, and∈ is the dielectric
constant. In terms of boson operators we have

H0 =
∑
l

h̄ωl (a
†
l al + 1

2) (1.4b)

where∈ has been taken to be unity.
In order to provide coupling between the various cavity modes, we shall consider that

the dielectric constant varies as

∈ (r, t) = 1+1 ∈ f (r)
∑
i

cos(ωit + φi) (1.4c)
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wheref (r) is a function of the position vectorr, and1 ∈� 1 andφi is an arbitrary pump
phase. The total Hamiltonian including the interaction terms becomes,H = H0+H1, where
H0 is given by equation (1.4b) andH1 is

H1

h̄
= −

∑
i,l,m

klm cos(ωit + φi)(a†l − al)(a†m − am). (1.4d)

The coupling coefficientsklm are

klm = 1 ∈
16πc2

(ωlωm)
1/2
∫

cavity
f (r)ul(r)um(r) dv (1.4e)

whereul(r) are the normal modes satisfying

∇ ∧ ∇ ∧ ul(r) =
(ωl
c

)2
ul(r). (1.4f)

Here it is interesting to refer to the recent work of Garrettet al [15], which reported an
experimental demonstration of phonon squeezing in a macroscopic system by exciting a
crystal KTaO3 with an ultrafast pulse of light. The Hamiltonian relevant to their work can
be adjusted to be essentially the total ofH0 andH1. Now if we choosef (r) so thatklm 6= 0,
this will leave an infinite number of modes coupled. Therefore by a proper choice of the
pump frequencyωi , the interacting modes will be limited to two modes, and then under
certain conditions one obtains equations (1.2) and (1.3), see [1, 16–18]. On the other hand
we can adjust the pump frequency to obtain the Hamiltonian describing the back-action-
evading amplifiers where the Hamiltonian model is constructed by combining parametric
amplifiers and parametric frequency converters [19–22]. Furthermore, we may extend the
number of modes to be three instead of two. In this case we have

H

h̄
=

3∑
i=1

ωia
†
i ai − iλ1(a1a2ei(ω1+ω2)t+iφ1 − h.c.)− iλ2(a1a3ei(ω1+ω3)t+iφ2 − h.c.)

−iλ3(a2a
†
3ei(ω2−ω3)t+iφ3 − h.c.) (1.5)

ωi andλi , i = 1, 2, 3 are representing the fields frequencies and the coupling parameters
respectively whileφi are arbitrary phases. Equation (1.5) describes the mutual interaction
between three modes, the free phonon, Stokes and anti-Stokes. The interaction part
represents two different types of interactions. The terms multiplied byλ1 and λ2 are
parametric amplifications, and the term multiplied byλ3 is the frequency conversion. In
other words, we can say that equation (1.5) describes a two-photon parametric coupling
of modes 1 and 2, and 1 and 3 (two photons are simultaneously created or annihilated in
both the quantum modes through the interaction with classical pumping mode), and linear
interaction of modes 2 and 3. As a special case, if one takes the coupling parametersλ1 or
λ2 to be zero, then the Hamiltonian (1.5) will reduce to the Hamiltonian model considered
in [5, 23], where the statistical properties of photon and phonon fields in Brillouin scattering
have been discussed. We may also refer to the authors of [24], where a problem similar
to that given in [23] was considered, and pairs of real invariants were obtained. Thus,
we may say that the Hamiltonian model (1.5) can be regarded as a generalization to those
represented in [5, 23, 24]. The Hamiltonian (1.5) can be transformed to be time independent
if we manage to remove the exponential terms from the Hamiltonian. This can be done if
one uses the transformation

Aj = aj exp iωj t j = 1, 2, 3. (1.6)
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In this case equation (1.5) becomes

H

h̄
→ H ′

h̄
= −iλ1(A1A2− A†1A†2)− iλ2(A1A3− A†1A†3)− iλ3(A

†
3A2− A3A

†
2) (1.7)

where we have dropped the arbitrary phasesφi .
Note that if we neglect one of the coupling parameters,λ1 or λ2, taken into accountλ3,
to be zero, then the time-dependent evolution operator for the above Hamiltonian will
be identified as a correlated squeeze operator model, which is regarded as thesu(1, 1)-
generalized coherent state, see for example (25). On the other hand, if one defines the
operatorsÂ, B̂ and Ĉ such that

Â = A1A2− A†1A†2 (1.8a)

B̂ = A1A3− A†1A†3 (1.8b)

Ĉ = A†3A2− A3A
†
2 (1.8c)

we find

[Â, B̂] = −Ĉ [B̂, Ĉ] = Â [Ĉ, Â] = B̂. (1.9)

Equation (1.9) represents a closed Lie algebra basis and this of course gives us an advantage
when dealing with such a problem, which may be regarded as the most generalized
Hamiltonian for three modes interaction [26]. It is interesting to refer to [26], where
the transformed Hamiltonian (1.7) has been considered and the wavefunction is obtained
by using the Lie algebra technique. Now let us connect this model with the system of a
directional coupler with parametric amplification [27, 28]. To see that we shall write the
equations describing the non-classical evolution of the fields in the presence of a strong and
non-depleted pump as follows

da

dz
= −ikb − igc† (1.10a)

dc†

dz
= iga (1.10b)

db

dz
= −ika − ige† (1.10c)

de†

dz
= igb (1.10d)

wherea and b are the annihilation operators for the fields of the same frequency,c† and
e† are the creation operators of the modes coupled through the amplifying mechanism to
modesa andb respectively, whilez is a dimension of space which in general depends on
the time. From the above equations we can write the effective momentum operator which
describes such a system as

H

h̄
= g(a†c† + ac)+ g(be + b†e†)+ k(ab† + ba†) (1.11)

wherek andg are the coupling constant and an amplification factor respectively. By taking
the operatorsc and e to equal each other such that the operatorc has the same properties
of the operatore, and considering that all the coupling parameters are different, we then
find that equation (1.11) will reduce to equation (1.7) provided we take the phasesφi in
equation (1.5) to be 3π/2 [26].

In section 2, we shall derive the solution of the equations of motion in the Heisenberg
picture. In section 3 we shall discuss the bunching and antibunching through the Glauber
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second-order correlation function. Section 4 will be devoted to discussing the squeezing
phenomena, while in section 5 we shall consider the quasiprobability distribution function.
Finally, we give our conclusions in section 6.

2. The equations of motion and their solutions

In order to study the dynamics of the system we have to find the solution of the equations
of motion in the Heisenberg picture. In this section we shall aim at finding this solution
for the Hamiltonian given by equation (1.5). The Heisenberg equations of motion for any
operatorÔ is given by

dÔ

dt
= 1

ih̄
[Ô,H ] + ∂Ô

∂t
. (2.1)

Therefore the equations of motion for the Hamiltonian (1.7) can thus be written

dA1

dt
= λ1A

†
2+ λ2A

†
3 (2.2a)

dA2

dt
= λ1A

†
1+ λ3A3 (2.2b)

dA3

dt
= λ2A

†
1− λ3A2. (2.2c)

By invoking the Laplace transformation of these equations, we obtain the solution of the
corresponding set of algebraic equations; performing the inverse transformation we have
the solution of the form

A1(t) = f1(t)A1(0)+ f2(t)A
†
2(0)+ f3(t)A

†
3(0) (2.3a)

A2(t) = h1(t)A2(0)+ h2(t)A3(0)+ h3(t)A
†
1(0) (2.3b)

A3(t) = k1(t)A3(0)+ k2(t)A2(0)+ k3(t)A
†
1(0) (2.3c)

where

f1(t) = cosgt + 2
λ2

3

g2
sin2 gt

2
(2.4a)

f2(t) = λ1

g
singt − 2

λ2λ3

g2
sin2 gt

2
(2.4b)

f3(t) = λ2

g
singt + 2

λ1λ3

g2
sin2 gt

2
(2.4c)

while

h1(t) = cosgt − 2λ2
2

g2
sin2 gt

2
(2.5a)

h2(t) = λ3

g
singt + 2

λ1λ2

g2
sin2 gt

2
(2.5b)

h3(t) = λ1

g
singt + 2

λ2λ3

g2
sin2 gt

2
(2.5c)

and

k1(t) = cosgt − 2λ2
1

g2
sin2 gt

2
(2.6a)
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k2(t) = −λ3

g
singt + 2

λ1λ2

g2
sin2 gt

2
(2.6b)

k3(t) = −λ2

g
singt − 2

λ1λ3

g2
sin2 gt

2
(2.6c)

andg =
√
λ2

3− λ2
1− λ2

2.
Equations (2.4)–(2.6) satisfy the following identities

f 2
1 (t)− f 2

2 (t)− f 2
3 (t) = 1 (2.7a)

h2
1(t)+ h2

2(t)− h2
3(t) = 1 (2.7b)

k2
1(t)+ k2

2(t)− k2
3(t) = 1 (2.7c)

and

f1(t)h3(t) = f2(t)h1(t)+ h2(t)f3(t) (2.8a)

f1(t)k3(t) = f2(t)k2(t)+ f3(t)k1(t) (2.8b)

h3(t)k3(t) = h1(t)k2(t)+ h2(t)k1(t). (2.8c)

These equations will be used in the forthcoming calculations.
Now, by using equations (1.6) and (2.3) we can write the general solution of the

equations of motion in Heisenberg picture as follows

a1(t) = e−iω1t [f1(t)a1(0)+ f2(t)a
†
2(0)+ f3(t)a

†
3(0)] (2.9a)

a2(t) = e−iω2t [h1(t)a2(0)+ h2(t)a3(0)+ h3(t)a
†
1(0)] (2.9b)

a3(t) = e−iω3t [k1(t)a3(0)+ k2(t)a2(0)+ k3(t)a
†
1(0)]. (2.9c)

We should point out that the above result has been obtained under the conditionλ2
3 > λ2

1+λ2
2,

however, an alternative result may be obtained for the caseλ2
3 < λ2

1 + λ2
2, if one uses the

analytic continuationg → iλ, with λ =
√
λ2

1+ λ2
2− λ2

3. In the following section we shall
use the result obtained in this section to discuss some statistical properties of the photon
numbers related to the Hamiltonian (1.5).

3. Field fluctuations and correlation functions

In this section we shall employ the Glauber second-order correlation function to discuss
some statistical properties of the photon numbers related to the Hamiltonian model (1.5).
This will be done in two different ways; the first is to use the number state as the initial
state, while the second is to use the coherent state as the initial state. To do so we shall
calculate the expectation value of the photon numbers〈ni(t)〉 as well as the second moment
of the photon numbers〈n2

i (t)〉, i = 1, 2, 3. The calculations of these quantities with respect
to the number state|ni〉 as the initial state gives

〈n1(t)〉 = f 2
1 (t)n̄1+ f 2

2 (t)(n̄2+ 1)+ f 2
3 (t)(n̄3+ 1) (3.1a)

〈n2(t)〉 = h2
1(t)n̄2+ h2

2(t)n̄3+ h2
3(t)(n̄1+ 1) (3.1b)

〈n3(t)〉 = k2
1(t)n̄3+ k2

2(t)n̄2+ k2
3(t)(n̄1+ 1) (3.1c)

and

〈n2
1(t)〉 = f 4

1 (t)n̄
2
1+ f 4

2 (t)(n̄2+ 1)2+ f 4
3 (t)(n̄3+ 1)2+ f 2

1 (t)f
2
2 (t)(4n̄1n̄2+ 3n̄1+ n̄2+ 1)

+f 2
2 (t)f

2
3 (t)(4n̄2n̄3+ 3n̄2+ 3n̄3+ 2)+ f 2

1 (t)f
2
3 (t)(4n̄1n̄3+ 3n̄1+ n̄3+ 1)

(3.2a)
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〈n2
2(t)〉 = h4

1(t)n̄
2
2+ h4

2(t)n̄
2
3+ h4

3(t)(n̄1+ 1)2+ h2
1(t)h

2
2(t)(4n̄2n̄3+ n̄2+ n̄3)

+h2
2(t)h

2
3(t)(4n̄1n̄3+ 3n̄3+ n̄1+ 1)+ h2

1(t)h
2
3(t)(4n̄1n̄2+ 3n̄2+ n̄1+ 1)

(3.2b)

and

〈n2
3(t)〉 = k4

1n̄
2
3+ k4

1(t)n̄
2
2+ k4

3(t)(n̄1+ 1)2+ k2
1(t)k

2
2(t)(4n̄2n̄3+ n̄2+ n̄3)

+k2
2(t)k

2
3(t)(4n̄1n̄2+ 3n̄2+ n̄1+ 1)+ k2

1(t)k
2
3(t)(4n̄1n̄3+ 3n̄3+ n̄1+ 1)

(3.2c)

wheren̄i , i = 1, 2, 3 are the mean photon numbers with respect to the state|ni〉 at t = 0.
From equations (3.1) and (3.2) we can calculate the photon number variances to take the
following expressions

1n
2
1 = f 2

1 (t)f
2
2 (t)(2n̄1n̄2+ n̄1+ n̄2+ 1)+ f 2

3 (t)f
2
2 (t)(2n̄2n̄3+ n̄2+ n̄3)

+f 2
1 (t)f

2
3 (t)(2n̄1n̄3+ n̄1+ n̄3+ 1) (3.3a)

1n
2
2 = h2

1(t)h
2
2(t)(2n̄2n̄3+ n̄2+ n̄3)+ h2

2(t)h
2
3(t)(2n̄1n̄3+ n̄3+ n̄1+ 1)

+h2
1(t)h

2
3(t)(2n̄1n̄2+ n̄2+ n̄1+ 1) (3.3b)

and

1n
2
3 = k2

1(t)k
2
2(t)(2n̄2n̄3+ n̄2+ n̄3)+ k2

1(t)k
2
3(t)(2n̄1n̄3+ n̄1+ n̄3+ 1)

+k2
2(t)k

2
3(t)(2n̄1n̄2+ n̄1+ n̄2+ 1). (3.3c)

We shall now use the result given by the above equations to discuss the bunching and
antibunching. This can be done by examining the Glauber second-order correlation function
for the three modes which is defined by [8]

g
(2)
i (t) = 1+ [1n

2
i (t)− 〈ni(t)〉]
〈ni(t)〉2 i = 1, 2, 3. (3.4)

Now let us examine the quantity1n
2
i − 〈ni〉 against the vacuum state, in this case we have

1n
2
1− 〈n1〉 = (f 2

1 (t)− 1)2 > 0 (3.5a)

1n
2
2− 〈n2〉 = h4

3(t) > 0 (3.5b)

1n
2
3− 〈n3〉 = k4

3(t) > 0. (3.5c)

The above equations show a bunching behaviour of the system for all timet > 0. On the
other hand, if we examine the Glauber second-order correlation functions (3.4) against the
number state

∏3
i=1 |ni〉, we can easily see the bunching, antibunching as well as coherence

behaviour. In fact this behaviour would appear as a result of the existence of the oscillating
function in both the photon number and photon number variances, see figures 1(a)–(c),
where we have plotted the functiong(2)1 (t) against time. It is worthwhile referring to the
photon number̄ni and the coupling parametersλi which are controlling the behaviour of
the correlation functions. For example, if we fix the value of the parametersλi such that
λ2

3 > λ2
1 + λ2

2, and by changing the value of the photon numbern̄i such thatn̄1 = n̄3,
and takingn̄2 to be large compared with both̄n1 and n̄3, then the functiong(2)1 (t) shows
partially coherence behaviour, with a maximum value at 1.65, see figure 1(a). However,
when we increase the value ofn̄3 and decrease the value ofn̄2, we find thatg(2)1 (t) does
not reach the previous value, but it reaches the value 1.4 faster than in the previous case,
see figure 1(b). The same behaviour will be seen when we take the value ofn̄1 to be
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Figure 1. The second-order correlation functiong(2)1 with respect to the number state against
time, with (a) ni = (1, 100, 1), λi = (0.9, 0.7, 1.9), i = 1, 2, 3, (b) as (a) but with
ni = (1, 10, 100), (c) as (a) but with ni = (1, 100, 100).

small, compared with the large value ofn̄2 and n̄3, see figure 1(c), however, we can notice
that the value ofg(2)1 (t) will increase faster than the other two cases in a short period of
time, but it still has partially coherence behaviour with a maximum value less than the first
case. Here we may point out that for some period of time the correlation functiong

(2)
1 (t)

also shows antibunching behaviour as can be seen in figures 1(a)–(c). These periods are
actually smaller than the period of bunching. The above discussion can also be applied to
g
(2)
2 (t) andg(2)3 (t), but with different periods of oscillations. On the other hand, if we take
λ2

1 + λ2
2 > λ2

3 the correlation functiong(2)1 (t) exhibits antibunching behaviour for a short
period of time when we take small values for bothn̄1 and n̄2 and a large value of̄n3 (see
figure 2(a)). However, the situation is different when we increase the value of the photon
numbern̄1 and decrease the value ofn̄2 and n̄3 where the functiong(2)1 (t) shows coherence
behaviour (see figure 2(b)). Finally if we take the value of allni to be large, then the
system will show bunched behaviour (see figure 2(c)). To complete this section we turn our
attention to examining the correlation functiong(2)i (t), i = 1, 2, 3, taking into consideration
the coherent state as an initial state. In this case we find that the photon number〈ni〉 takes
the form

〈n1(t)〉 = f 2
1 (t)|α1|2+ f 2

2 (t)(|α2|2+ 1)+ f 2
3 (t)(|α3|2+ 1)+ f1(t)f2(t)(α1α2+ α∗1α∗2)

+f2(t)f3(t)(α2α
∗
3 + α∗2α3)+ f1(t)f3(t)(α

∗
1α
∗
3 + α1α3) (3.6a)

〈n2(t)〉 = h2
1(t)|α2|2+ h2

2(t)|α3|2+ h2
3(t)(|α1|2+ 1)+ h1(t)h2(t)(α

∗
2α3+ α2α

∗
3)

+h2(t)h3(t)(α
∗
1α
∗
3 + α1α3)+ h1(t)h3(t)(α

∗
1α
∗
2 + α1α2) (3.6b)

〈n3(t)〉 = k2
1(t)|α3|2+ k2

2(t)|α2|2+ k2
3(|α1|2+ 1)+ k1(t)k2(t)(α2α

∗
3 + α∗2α3)

+k2(t)k3(t)(α
∗
1α
∗
2 + α1α2)+ k1(t)k3(t)(α

∗
1α
∗
3 + α1α3) (3.6c)

and the calculations of the second moment〈n2
i 〉 lead to the following expressions

〈n2
1(t)〉 = f 4

1 (t)(|α1|4+ |α1|2)+ f 4
2 (t)(|α2|4+ 3|α2|2+ 1)+ f 4

3 (t)(|α3|4+ 3|α3|2+ 1)
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Figure 2. The correlation functiong(2)1 against time withλi = (0.9, 0.7, 0.9). (a) ni =
(1, 10, 100), (b) ni = (1000, 1, 1), (c) ni = (100, 100, 100).

+f 2
1 (t)f

2
2 (t)[4|α1|2|α2|2+ 3|α1|2+ |α2|2+ α2

1α
2
2 + α∗21 α

∗2
2 + 1]

+f 2
1 (t)f

2
3 (t)[4|α1|2|α3|2+ 3|α1|2+ |α3|2+ α2

1α
2
3 + α∗21 α

∗2
3 + 1]

+f 2
2 (t)f

2
3 (t)[4|α2|2|α3|2+ 3|α2|2+ 3|α3|2+ α∗22 α

2
3 + α∗23 α

2
2 + 1]

+f 3
1 (t)(2|α1|2+ 1)[f2(t)(α1α2+ α∗1α∗2)+ f3(t)(α1α3+ α∗1α∗3)]

+f 3
2 (t)(2|α2|2+ 3)[f1(t)(α1α2+ α∗1α∗2)+ f3(t)(α

∗
2α3+ α∗3α2)]

+f 3
3 (t)(2|α3|2+ 3)[f1(t)(α1α3+ α∗1α∗3)+ f2(t)(α2α

∗
3 + α∗2α3)]

+f 2
1 (t)f2(t)f3(t)[(4|α1|2+ 1)(α∗2α3+ α∗3α2)+ 2(α2

1α2α3+ α∗21 α
∗
2α
∗
3)]

+f1(t)f
2
2 (t)f3(t)[(4|α2|2+ 3)(α1α3+ α∗1α∗3)+ 2(α2

1α
2
2α
∗
3 + α∗1α∗22 α3)]

+f1(t)f2(t)f
2
3 (t)[(4|α3|2+ 3)(α1α2+ α∗1α∗2)+ 2(α∗1α

∗2
3 α2+ α1α

2
3α
∗
2)]

(3.7a)

〈n2
2(t)〉 = h4

1(t)(|α2|4+ |α2|2)+ h4
2(t)(|α3|4+ |α3|2)+ h4

3(t)(|α1|4+ 3|α1|2+ 1)

+h2
1(t)h

2
2(t)[4|α2|2|α3|2+ |α3|2+ |α2|2+ α∗22 α

2
3 + α∗23 α

2
2]

+h2
1(t)h

2
3(t)[4|α1|2|α2|2+ |α1|2+ 3|α2|2+ 1+ α∗21 α

∗2
2 + α2

1α
2
2]

+h2
2(t)h

2
3(t)[4|α1|2|α3|2+ |α1|2+ 3|α3|2+ 1+ α∗21 α

∗2
3 + α2

1α
2
3]

+h3
1(t)(2|α2|2+ 1)[h2(t)(α2α

∗
3 + α∗2α3)+ h3(t)(α1α2+ α∗1α∗2)]

+h3
2(t)(2|α3|2+ 1)[h1(t)(α

∗
2α3+ α∗3α2)+ h3(t)(α1α3+ α∗1α∗3)]

+h3
3(t)(2|α1|2+ 3)[h1(t)(α

∗
1α
∗
2 + α1α2)+ h2(t)(α1α3+ α∗1α∗3)]

+h2
1(t)h2(t)h3(t)[(4|α2|2+ 1)(α1α3+ α∗1α∗3)+ 2(α∗1α

∗2
2 α3+ α1α

2
2α
∗
3)]

+h1(t)h
2
2(t)h3(t)[(4|α3|2+ 1)(α∗1α

∗
2 + α1α2)+ 2(α1α

∗
2α

2
3 + α∗1α2α

∗2
3 )]

+h1(t)h2(t)h
2
3(t)[(4|α1|2+ 3)(α∗2α3+ α2α

∗
3)+ 2(α2

1α2α3+ α∗21 α
∗
2α
∗
3)]

(3.7b)

〈n2
3(t)〉 = k4

1(t)(|α3|4+ |α3|2)+ k4
2(t)(|α2|4+ |α2|2)+ k4

3(t)(|α1|4+ 3|α1|2+ 1)
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Figure 3. The correlation functiong(2)i with respect to the coherent state against time, with
ni = (1, 2, 1), λi = (0.9, 0.7, 1.9) andδi = (π, π, π/2).

+k2
1(t)k

2
2(t)(4|α2|2|α3|2+ α∗22 α

2
3 + α∗23 α

2
2 + |α2|2+ |α3|2)

+k2
1(t)k

2
3(t)(4|α1|2|α3|2+ α∗21 α

∗2
3 + α2

1α
2
3 + |α1|2+ 3|α3|2+ 1)

+k2
2(t)k

2
3(t)(4|α1|2|α2|2+ α∗21 α

∗2
2 + α2

1α
2
2 + |α1|2+ 3|α2|2+ 1)

+k3
1(t)(2|α3|2+ 1)[k2(t)(α2α

∗
3 + α∗2α3)+ k3(t)(α

∗
1α
∗
3 + α1α3)]

+k3
2(t)(2|α2|2+ 1)[k1(t)(α

∗
2α3+ α2α

∗
3)+ k3(t)(α1α2+ α∗1α∗2)]

+k3
3(t)(2|α1|2+ 3)[k1(t)(α

∗
1α
∗
3 + α1α3)+ k2(t)(α1α2+ α∗1α∗2)]

+k2
1(t)k2(t)k3(t)[(4|α3|2+ 1)(α1α2+ α∗1α∗2)+ 2(α∗1α2α

∗2
3 + α1α

∗
2α

2
3)]

+k1(t)k
2
2(t)k3(t)[(4|α2|2+ 1)(α∗1α

∗
3 + α1α3)+ 2(α1α

2
2α
∗
3 + α∗1α∗22 α3)]

+k1(t)k2(t)k
2
3(t)[(4|α1|2+ 3)(α∗3α2+ α∗2α3)+ 2(α∗21 α

∗
2α
∗
3 + α2

1α2α3)].

(3.7c)

In figures 3–7 we have plotted the functionsg(2)j (t) against timet , for λ2
3 > λ2

1+λ2
2. For

different values of|αj | andδj whereαj = |αj |e−iδj , as one should expect, the value of the
functionsg(2)j (t), j = 1, 2, 3, will be affected by the values of|αj | andδj . For example, we

find that for small values of|αj |, such that(1,
√

2, 1) and for fixing values ofδj (π, π, π/2),
the functiong(2)1 (t) reaches the value 2, while the other two functions show partially coher-
ence behaviour, see figure 3. In contrast, when we take the values of|αj | to be (

√
2, 1, 1)

with the same values ofδj , we find that the functiong(2)1 (t) exhibits partially coherence
behaviour while the other two functions show thermal distribution (see figure 4). However,
as we increase the value of the photon numbers, the correlation functiong

(2)
1 (t) decreases

its value and does not reach the value of thermal distribution for some values of the phases
δj . This can be seen if we take|αj | such that(10, 1, 1) and the phasesδj with the values
(π/2, π/2, π), the functiong(2)1 (t) becomes approximately one, whileg(2)2 (t) and g(2)3 (t)

getting sharpers and the period of reaching large values is small, see figure 5. On the other
hand, if we set|αj | such that(1, 10, 1), with the same value ofδj as in the previous case,
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Figure 4. As in figure 3 but withni = (2, 1, 1), andδi = (π, π, π/2).

Figure 5. As in figure 3 but withni = (100, 1, 1), andδi = (π/2, π/2, π).

then the value of the functiong(2)1 (t) increases as well as the other two functions, but none of
them reach thermal distribution, see figure 6. When we examined the caseλ2

3 < λ2
1+λ2

2, we
found for small values of the photon numbersni = 1 andδi = (π, 0, 0), the functionsg(2)i
show thermal distribution behaviour. This situation is different when we take the value of the
photon numbersn2 to be large compared withn1 andn2 with different values of the phases
δi , where we have observed partially coherence behaviour, see figures 7(a) and (b). Finally
we would like to point out that comparing the functiong(2)j (t) in the number state with the
coherent state, we can conclude that the function in the number state shows antibunching for
some period of time while the function in the coherent state does not exhibit this phenomena.
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Figure 6. As in figure 5 but withni = (1, 100, 1).

4. Squeezing

In this section we turn our attention to considering the squeezing phenomena. This
phenomena represents one of the most interesting phenomena in the field of quantum optics
[29]. If we now define two quadrature operators for the field, such thatX = (a1+ a†1)/

√
2,

andY = (a1 − a†1)/i
√

2, then the system under consideration does not exhibit squeezing,
however, if we define the quadrature operators for the field to be the combination between
two or more modes, then the phenomena of squeezing can easily be observed. To see that,
let us define two quadrature operators, such that

X1 = 1
2[(a1+ a2)+ (a†1 + a†2)] (4.1a)

Y1 = 1

2i
[(a1+ a2)− (a†1 + a†2)] (4.1b)

these two quadrature operators satisfy the commutation relation

[X1, Y1] = i. (4.2)

From equations (4.1a), (4.1b) and (2.7a), (2.7b) we have

1X
2
1 = 1

2[f 2
1 (t)+ h2

3(t)+ 2f1(t)h3(t) cos(ω1+ ω2)t ] (4.3a)

1Y
2
1 = 1

2[f 2
1 (t)+ h2

3(t)− 2f1(t)h3(t) cos(ω1+ ω2)t ] (4.3b)

and the uncertainty product leads to

1X1 ·1Y 1 = 1
2[(f 2

1 (t)− h2
3(t))

2+ 4f 2
1 (t)h

2
3(t) sin2(ω1+ ω2)t ]

1
2 (4.3c)

wheref1(t) andh3(t) are functions of time given by equations (2.4a) and (2.5c) respectively.
Equations (4.1) may be extended to include three modes instead of two modes. In this case
we can define the following quadrature operators

X2 = 1√
6

[(a1+ a2+ a3)+ (a†1 + a†2 + a†3)] (4.4a)
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Figure 7. (a) As in figure 3 but withni = (1, 1, 1), andλi = (0.9, 0.7, 0.9) andδi = (π, 0, 0).
(b) As in (a) but with ni = (1, 1000, 1), andδi = (π/2, π/2, π).

Y2 = 1

i
√

6
[(a1+ a2+ a3)− (a†1 + a†2 + a†3)] (4.4b)

which satisfy the commutation relation given by equation (4.2). The calculation for
quadrature variances gives

1X
2
2 = 1

6[1+ 2(f 2
1 (t)+ h2

3(t)+ k2
3(t))+ 4f1(t)k3(t) cos(ω1+ ω3)t

+4f1(t)h3(t) cos(ω1+ ω2)t + 4h3(t)k3(t) cos(ω2− ω3)t ] (4.5a)

1Y
2
2 = 1

6[1+ 2(f 2
1 (t)+ h2

3(t)+ k2
3(t))− 4f1(t)k3(t) cos(ω1+ ω3)t

−4f1(t)h3(t) cos(ω1+ ω2)t + 4h3(t)k3(t) cos(ω2− ω3)t ]. (4.5b)
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Alternatively we can define the quadrature operatorsX3 andY3 to satisfy the commutation
relations as in equation (4.2) such that

√
6X3 = [(a1− a2− a3)+ (a†1 − a†2 − a†3)] (4.6a)

i
√

6Y3 = [(a1− a2− a3)− (a†1 − a†2 − a†3)]. (4.6b)

Hence, the quadrature variances in this case take the form

1X
2
3 = 1

6[1+ 2(f 2
1 (t)+ h2

3(t)+ k2
3(t))+ 4f1(t)k3(t) cos(ω1+ ω3)t

−4f1(t)h3(t) cos(ω1+ ω2)t − 4h3(t)k3(t) cos(ω2− ω3)t ] (4.7a)

1Y
2
3 = 1

6[1+ 2(f 2
1 (t)+ h2

3(t)+ k2
3(t))− 4f1(t)k3(t) cos(ω1+ ω3)t

+4f1(t)h3(t) cos(ω1+ ω2)t − 4h3(t)k3(t) cos(ω2− ω3)t ]. (4.7b)

Note that in all the above calculations we have used the identities which were given by
equations (2.7) and (2.8). In figures 8(a) and (b) we have plotted the quadrature variances

1X
2
1 and1Y

2
1, against time for two different cases. The first one is the case in which we

takeλ2
3 > λ2

1+ λ2
2, while in the second case we takeλ2

3 < λ2
1+ λ2

2. For t > 0 we can easily

observe that the squeezing starts in the second quadrature1Y
2
1 for all cases, however, we

also observe exchanging between the quadrature variances1X
2
1 and1Y

2
1. This phenomena

is expected as a result of the existence of the oscillating terms in each quadrature. Thus,
we may conclude that as a result of the correlation between the modes in the definition of
the quadrature operators,X1 andY1, we managed to observe the squeezing in our system.
The quadratures’ behaviours for the other two cases, equations (4.5) and (4.7), are similar
to that given in the first case.

As we stated above, there is no squeezing in the quadrature variances1X
2

and1Y
2
,

where

X = a
†
1 + a1

2
Y = a1− a†1

i
√

2
.

However, if we examine these quadrature variances taken into consideration, the even
coherent state to be our initial state, then the phenomena of squeezing can be observed
[30, 31]. To see that, let us define the even coherent state for three modes, thus

|η〉 = 53
i=1Nαi

2∑
j=1

|αieiφj 〉 φ1,2 = π, 2π (4.8a)

and

Nαi = 1
2 exp( 1

2|αi |2)
√

sech|αi |2. (4.8b)

From equations (2.7a) and (4.8) we find

1X
2 = f 2

1 (t)[1+ |α1|2(cos 2(ω1t + δ1)+ tanh|α1|2)]
+f 2

2 (t)|α2|2[tanh|α2|2+ cos 2(ω1t − δ2)]

+f 2
3 (t)|α3|2[tanh|α3|2+ cos 2(ω1t − δ3)] (4.9a)

and

1Y
2 = f 2

1 (t)[1+ |α1|2(tanh|α2
1| − cos 2(ω1t + δ1)]

+f 2
2 (t)|α2|2[tanh|α2|2− cos 2(ω1t − δ2)]

+f 2
3 (t)|α3|2[tanh|α3|2− cos 2(ω1t − δ3)]. (4.9b)
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Figure 8. (a) The quadrature variances1X
2
1 = Q1 and 1Y

2
1 = P1 against time with

ωi = (2, 1.5, 1) andλi = (0.5, 0.4, 0.9). (b) As in (a) but with λi = (0.9, 0.7, 0.4).

In figures 9(a) and (b) we have plotted the quadrature variances1X
2

and1Y
2

against
time in two cases; (i) whenλ2

3 > λ2
1+λ2

2, and (ii) whenλ2
3 < λ2

1+λ2
2. For the even coherent

state we find that for a fixed value of the photon numbers, the reduction of fluctuations

occur in1Y
2
, while the fluctuations in1X

2
are enhanced. From the above it follows that

quadrature squeezing can emerge as a consequence of the quantum interference between
coherent states.
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Figure 9. (a) The quadrature variances1X
2 = Q2 and1Y

2 = P2 for the even-coherent state
against time withω1 = 1.5, |αi |2 = (5, 1, 1), λi = (0.5, 0.4, 0.9) and δi = (π/2, π/2, π). (b)
As in (a) but with λi = (0.9, 0.7, 0.5).

5. The quasiprobability functions

The representation of quantum fields in phase space in terms of quasiprobabilities is widely
used in the field of quantum optics, with particular emphasis on the Glauber–Sudershan
P -representation, theW -Wigner andQ-functions. In fact these functions are important for
providing insight into the non-classical features of the radiation field besides the statistical
description of a microscopic system. To present a general form for the quasiprobability
distribution function for different forms of phased orthogonal states, we have to calculate
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the function [32, 33]

F(α1, α2, α3, s) = 1

π6

∫ ∞
−∞

C(ξ1, ξ2, ξ3, s)

3∏
i=1

exp(αiξ
∗
i − α∗i ξi) d2ξi (5.1)

whereC(ξi, s) is thes-ordered generalized characteristic function given by

C(ξ1, ξ2, ξ3, s) = Tr

[
ρ̂(0)

3∏
i=1

exp
(
ξia
†
i − ξ ∗i ai +

s

2
|ξi |2

) ]
(5.2)

where ρ̂(0) = |α〉〈α| is the density matrix operator, ands is a parameter that defines the
relevant quasiprobability distribution functions. Fors = 1 we obtain the Glauber–Sudershan
P -function, for s = 0 we have the Wigner function, while theQ-function is obtained for
s = −1. It is worth pointing out that as a result of non-classical character of the mixing
modes, theP -representation function is highly singular, and then the consideration of this
function is meaningless. The characteristic function (5.2) is calculated and has the following
expression

C(ξ1, ξ2, ξ3, s) = exp[− 1
2(2f

2
1 (t)− 1− s)|ξ1|2]

× exp[− 1
2(2h

2
3(t)+ 1− s)|ξ2|2− 1

2(2k
2
3(t)+ 1− s)|ξ3|2]

× exp[−k3(t)h3(t)(ξ2ξ
∗
3 ei(ω2−ω3)t + ξ ∗2 ξ3e−i(ω2−ω3)t )]

× exp[f1(t)h3(t)(ξ1ξ2ei(ω1+ω2)t + ξ ∗1 ξ ∗2 e−i(ω1+ω2)t )]

× exp[f1(t)k3(t)(ξ1ξ3ei(ω1+ω3)t + ξ ∗1 ξ ∗3 e−i(ω1+ω3)t )]

× exp
3∑
i=1

(ξi ᾱ
∗
i (t)− ξ ∗i ᾱi (t)) (5.3)

whereᾱi(t) is the mean value of the operatorsai(t), i = 1, 2, 3 with respect to the coherent
state given by equation (2.9).

By inserting equation (5.3) into equation (5.1) and performing the integral fors = 0,
we find that the Wigner function takes the following form

W(α1, α2, α3, t) = 4

π3
A(t)[A(t)− (h3(t) cosφ − k3(t) sinφ)2]−1

×[A(t)− (k3(t) cosφ + h3(t) sinφ)2]−1 exp

(
−|J1|2
A(t)

)
× exp

(
− 2

A(t)
{|[(f1(t)h3(t)J1(t)− A(t)J ∗3 (t)] cosφ

+[f1(t)h3(t)J1(t)− A(t)J ∗2 (t)] sinφ|2}
×{[A(t)− (k3(t) cosφ + h3(t) sinφ)2]}−1

)
× exp

(
− 2

A(t)
{|[(f1(t)h3(t)J1(t)− A(t)J ∗2 (t)] cosφ

−[f1(t)h3(t)J1(t)− A(t)J ∗3 (t)] sinφ|2}
×{[A(t)− (h3(t) cosφ − k3(t) sinφ)2]}−1

)
(5.4)

where

φ = 1

2
tan−1

(
k3(t)h3(t)

k2
3(t)− h2

3(t)

)
(5.5)
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A(t) = (f 2
1 (t) − 1

2) and Jj (t) = (ᾱj (t) − αj ) exp(iωj t) while ᾱj (t) is the mean value of
the operatorsaj , j = 1, 2, 3 with respect to the coherent state given by equation (2.7). The
Q-function can also be found whens = −1 and the calculation gives

Q(α1, α2, α3, t) = f −2
1 (t)

π3
exp

(
− (1+ 2h2

3(t))

f 2
1 (t)

|J1|2
)

exp

[
− (|J2|2+ |J3|2)

+h3(t)

f1(t)
[J1(t)(J2(t)+ J3(t))+ J ∗1 (t)(J ∗2 (t)+ J ∗3 (t))]

]
. (5.6)

Figure 10. (a) The Wigner function against Reα1 and Imα1 with t = π/3, ωi = (1.75, 1.5, 1),
|αi |2 = (1, 1, 1), λi = (0.9, 0.7, 0.5) and δi = (π/2, π/2, π). (b) As in (a) but with
λi = (0.5, 0.4, 0.9).

In figures 10(a) and (b) we have plotted the Wigner functionsW(α1, t) against Reα1

and Imα1 in two different cases; the first whereλ2
1 + λ2

2 > λ2
3, and the second when

λ2
1 + λ2

2 < λ2
3. The shape of the function is Gaussian for both cases, however, the peak in

general is sharper in the case whereλ2
1+λ2

2 > λ2
3, than that for the case whenλ2

1+λ2
2 < λ2

3.
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Figure 11. (a) TheQ-function against Reα1 and Imα1 with the same value of the parameters
in figure 10(a) for Wigner function but witht = π/4. (b) As in (a) but withλi = (0.5, 0.4, 0.9).

This of course is due to the existence of the hyperbolic function in the expression of the
Wigner function. In the meantime we can easily realize that for some values oft stretching
occurs in the function; this is due to the non-classical character of the system, which is
actually a result of the correlation between the modes. A similar behaviour is found for
W(α2, t) andW(α3, t), but the value of these two functions are smaller than the value
for W(α1, t). TheQ-function has been plotted in figures 11(a) and (b); the analysis for
Wigner function would be applied for theQ-function. However, there is a slight difference
between the two functions, for example we can see that the Wigner function is sharper than
theQ-function, but we can also see that the stretching occurring in theQ-function is more
pronounced than that which occurs in the Wigner function. This can be realized for the
case in whichλ2

1+λ2
2 < λ2

3, where we have plotted theQ-function against Reα1 and Imα1,
see figures 10(b) and 11(b). In contrast we find that the stretching in the Wigner function
is more pronounced than that in theQ-function for the other two cases, this can be seen if
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Figure 12. (a) The distribution functionPf (x1, t) against time and the axisx1, with ω1 = 1.75,
λi = (0.9, 0.7, 0.5), δi = (π/2, π/2, π/2) and |αi |2 = (1, 1, 1). (b) As in (a) but with
λi = (0.5, 0.4, 0.9), and|αi |2 = (10, 1, 1).

we plot the Wigner function against Reαi and Imαi , i = 2, 3. Finally we may refer to the
effect of the photon numbers as well as the time on both of the Wigner function and the
Q-function, where we have realized as we increase the value of the photon numbers, then
the height of the peak is always decreasing, while we find that the stretching is decreasing
as the time increases.

Now let us turn our attention to considering the distribution functionPf (x1, t) associated
with the field quadrature componentxi = Reαi for one single modea1, (say) where

Pf (x1, t) =
∫ ∞
−∞

W(α1, t)dImα1 (5.7)

W(α1, t) is the Wigner function given from the equation

W(α1, t) = 1

π2

∫ ∞
−∞

exp[−(f 2
1 (t)− 1

2)|ξ1|2+ ᾱ∗1(t)ξ1− ᾱ1(t)ξ
∗
1 ] d2ξ1. (5.8)

The exponential function in the above integral represents the characteristic function for one
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Figure 13. (a) The phase-space distribution function against time and the phase withω1 = 1.75,
λi = (0.5, 0.4, 0.9), |αi |2 = (1, 1, 1) and δi = (π/2, π/4, π/4). (b) As in (a) but with
|αi |2 = (20, 20, 1).

single modea1. Evaluating the integral in equation (5.8) leads to

W(α1, t) =
(f 2

1 (t)− 1
2)
−1

π
exp

(
−|ᾱ1(t)− α1|2
(f 2

1 (t)− 1
2)

)
. (5.9)

The distribution functionPf (x1, t) is ready to be calculated if one uses equation (5.7)
together with equation (5.9); this gives

Pf (x1, t) = [π(f 2
1 (t)− 1

2)]
− 1

2 exp

[
− |ᾱ1(t)|2
(f 2

1 (t)− 1
2)

]
exp

[
− (x1− Reᾱ1(t))

2

(f 2
1 (t)− 1

2)

]
. (5.10)

In figures 12(a) and (b) we have plotted the distribution functionPf (x, t) against bothx1

andt . The shape of the function is Gaussian, and the value of it changes as the time varies.
In the meantime we have realized that as we increase the value of the photon numbers, then
the value of the distribution function decreases, this means that the maximum value of this
function will be atn̄i = 0.
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The phase-space distribution function can also be found when we calculate the integral

Ps(θ1, t) =
∫ ∞

0
W(α1, t)|α1| d|α1| (5.11)

whereα1 = |α1|e−iθ1. By inserting equation (5.9) into equation (5.11), and after some minor
algebra we have

Ps(θ1, t) =
 1

2π
+ 1

4

(ᾱ1eiθ1 + ᾱ∗1e−iθ1)√
π(f 2

1 (t)− 1
2)

× exp
(ᾱ1eiθ1 + ᾱ∗1e−iθ1)2

4(f 2
1 (t)− 1

2)

 exp

[
− |ᾱ1|2
(f 2

1 − 1
2)

]
(5.12)

whereᾱ1(t) is the mean value of the operatora1(t) given by equation (2.9a) with respect
to the coherent state.

The behaviour of the above equation can be seen in figures 13(a) and (b), where we
have plotted the phase-space distribution function against both time and phase. We find
that the value of the function is always increasing as we increase the value of the photon
numbers, so that it would take positive or negative values larger than that when we take
small number of photons.

6. Conclusion

In this paper we have considered the problem of three modes time-dependent coupled
oscillators. The model is considered to describe mutual interaction between phonon and
Stokes, phonon and anti-Stokes, and Stokes and anti-Stokes. The Hamiltonian model has
been derived in the light of the quantization of the cavity modes, and is connected to the
directional coupler system. The solution in the Heisenberg picture is obtained and used to
calculate the photon numbers in both number state and coherent state. The examination
of bunching and antibunching are considered where we found that the system shows
bunching and antibunching in the case of number state, while it shows only bunching
in the case of coherent state. We also found that for one single mode the system does
not exhibit squeezing, while for mixing mode the squeezing phenomena is observed. The
quasiprobability distribution functions (W -Wigner andQ-functions), besides the phase-space
distribution, has also been considered and numerical investigations were carried out.
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